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a b s t r a c t

This paper discusses the role of the gas injection pattern on the large scale structures in a homogeneous
pseudo-2D bubble column operated at relatively high gas hold-ups up to 8%. Seven cases with different
inlet configuration have been studied experimentally by Harteveld et al. Each of these cases has been sim-
ulated using a (parallel) Euler–Lagrange model developed by Darmana et al. The presence of coherent
structures for both uniform and non-uniform gas injection is studied. Furthermore, the influence of the
gas injection pattern on the dynamics is investigated, while the statistical (average and fluctuating) quan-
tities are compared with the PIV/PTV and LDA measurement data of Harteveld et al. The results show that
the model resembles the observed experimental flow structures to a large extent.

� 2009 Elsevier Ltd. All rights reserved.
1. Introduction

In the chemical industry bubble columns are often used because
of their simple construction and operation, good heat and mass
transfer properties and isothermal conditions of operation. The
flow in a bubble column is complex and not yet well understood
despite the extensive research devoted to this topic. Based on the
flow rates of the gas phase, two typical flow regimes can be distin-
guished. At low gas flow rates, the homogeneous regime is found,
which is characterized by uniformly distributed bubbles and the
absence of large scale liquid circulation. On the other hand, when
high flow rates are utilized the heterogeneous regime is found, dis-
playing non-uniformly distributed bubbles and large scale liquid
circulation.

From a practical point of view a bubble column operated in the
homogeneous regime with relatively high gas hold-up and a small
uniform bubble size is often desirable to get plug flow and maxi-
mum residence time. It is rather difficult however, to generate a
uniform flow especially at relatively high gas hold-ups, since the
coalescence rate normally increases under these conditions. Due
to coalescence a non-uniform bubble size distribution will be gen-
erated, which will induce non-uniformity of the flow behavior.

One of the key elements to obtain a homogeneous bubbly flow
system is the employment of uniform injection of relatively small
bubbles as suggested by Harteveld et al. (2004). They showed
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experimentally that a uniform flow without large scale vortical
structures and circulation patterns is obtained with very uniform
injection; and additionally that the vortical structures and circula-
tion can be re-obtained by introduction of non-aerated zones. Their
experimental results provide valuable data that can be used to val-
idate CFD models and improve our understanding of the role of the
bubble size and of the sparger with respect to the hydrodynamics
and prevailing flow structures in bubble columns.

A significant amount of computational work has been per-
formed over the last decade to reproduce the dynamics of the large
scale circulation and vortical structures computationally. In
numerical simulations typically lab-scale bubble columns are con-
sidered at relatively low superficial gas velocities with a localized
gas distributor area at the base of the column (Becker et al.,
1994; Delnoij et al., 1997; Delnoij et al., 1999; Sokolichin et al.,
1997; Mudde and Simonin, 1999; Sokolichin and Eigenberger,
1999; Deen et al., 2001; Borchers et al., 1999; Oey et al., 2003;
Buwa and Ranade, 2003; Darmana et al., 2004; Sokolichin et al.,
2004; Darmana et al., 2005a; Darmana et al., 2005b; Buwa et al.,
2006; Darmana et al., 2007). This type of bubble column operation
will create a bubble plume which is meandering irregularly and
automatically implies non-uniformity of the gas hold-up through-
out the column.

Using either Euler–Euler or Euler–Lagrange models some
authors like Laín et al. (1999), Deen et al. (2001), Laín et al.
(2002), Buwa and Ranade (2003), Darmana et al. (2004), Monahan
et al. (2005), Chen et al. (2005a), Chen et al. (2005b) and Buwa et al.
(2006) reported that using the widely accepted closure correla-
tions (a.o. closures proposed by Tomiyama et al. (2002, 1995)) both
the dynamics and time-averaged behavior in a partially aerated
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bubble column at low gas hold-up can be reproduced very well. As
most of the closures are empirically obtained from experiments
involving single bubbles (or droplets), their applicability to sys-
tems with high gas hold-ups is questionable. On the other hand,
hardly any correlation is available in literature which takes into ac-
count the effect of the local gas hold-up. One of the works in this
research area (the simulation results by Behzadi et al. (2004)) sug-
gests that using drag and lift correlations, which account for the
elevated dispersed phase fraction, does not yield satisfactory
results.

In this paper, the experimental cases studied by Harteveld et al.
(2004) are simulated by means of a CFD model. The CFD code used
in the present study is the parallel version of the transient three-
dimensional Euler–Lagrange model developed by Darmana et al.
(2006) supplemented with the force closures proposed by Tomiy-
ama et al. (2002), Tomiyama et al. (1997), Tomiyama et al.
(1995). The presence of coherent structures for both uniform and
non-uniform gas injectors is studied together with the influence
of the gas injection pattern on the dynamics. In addition the statis-
tical (average and fluctuating) quantities are compared with the
PIV/PTV and LDA measurement data of Harteveld et al. (2004),
who performed a large series of experiments in a bubble column
with a well defined sparger. With the use of such a sparger an
Fig. 1. Experimental setup used
almost-uniform bubbly flow ia attained, which is rather difficult
to model accurately. That is, more subtle effects are at play than
in the case of one central injector. This study in particular is meant
to further validate the developed Euler–Lagrange model and the
underlying closures. It is used to investigate the applicability of
both the model and the applied closures to simulate bubble col-
umns that are operated in a (homogeneous) regime with high
gas hold-ups up to 8%.

2. Experiments

The experimental data used in the present study are taken from
the work of Harteveld et al. (2004) and Harteveld (2005) and will
be briefly explained here for the sake of clarity.

2.1. Experimental setup

The pseudo-2D bubble column used in the experiments was a
50% down-scaled version of that used by Becker et al. (1994). A
schematic overview of the experimental setup is given in
Fig. 1(a). The column has a width of 24.3 cm, depth of 4.05 cm
and a height of 99 cm. The sparger for this column is made of 95
needles arranged in a triangular pattern with a distance between
by Harteveld et al. (2004).



Table 1
Gas injection patterns for use in the pseudo-2D column.

Pattern Description gas injection Needles used Relative area aerated zone (%) Aeration for

E1 Uniform 95 100 0 6 x=W 6 1:00
E2 Central, 1 wall row off 87 93 0:035 6 x=W 6 0:965
E3 Central, 2 wall row off 81 85 0:075 6 x=W 6 0:925
E4 Central, 3 wall row off 73 78 0:11 6 x=W 6 0:89
E5 Central, 4 wall row off 67 70 0:15 6 x=W 6 0:85
E6 Asymmetric, 4 wall rows off 81 85 x=W 6 0:85
E7 Wall, 3 central rows off 84 89 x=W < 0:445 & x=W > 0:555
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the needles of 0.9 cm in the x-direction and 1.04 cm in the y-direc-
tion, as shown in Fig. 1(b).

The nozzles are arranged in seven groups: one central group of
11 needles and six groups of 14 needles. The ungassed liquid
height was 0.70 m. The gas injection pattern was varied to study
its influence on the hydrodynamics and flow structures. In total se-
ven injection patterns were investigated by Harteveld et al. (2004),
which we refer to as cases E1–E7. The superficial velocity of
0.020 m/s was kept constant when the injection pattern was al-
tered. The patterns are described in Table 1 and schematically de-
picted in Fig. 2.
2.2. Instantaneous gas and liquid velocity

The large scale structures in the pseudo-2D column were stud-
ied with the aid of Particle Image Velocimetry (PIV) and Particle
Tracking Velocimetry (PTV). A CCD camera (Dalsa Inc.) with a
maximal resolution of 512 � 512 pix was used to record images
of the flow. The lower area (0<z<0.7 m) of the column was re-
corded in two steps, each step imaging an area of 0.24 � 0.35 m,
providing a resolution of 0.64 mm/pix. Both the PIV and PTV anal-
yses were performed with the use of DaVis PIV software from
LaVision.

Sequences of images of the bubble motion were recorded and
PIV was used to determine the bubble velocities from these se-
quences. To obtain bubble shadows over a large area of the column
is illuminated from the back. This leads to bubble velocities aver-
aged in the depth direction of the column. Fifty pairs of bubble
images were captured with a frame rate of 150 Hz. The images
were processed using interrogation areas of 32 � 32 pix with an
overlap of 50%. The fifty subsequent velocity fields were then
Fig. 2. Gas injection patterns
time-averaged to yield a quasi-instantaneous velocity field corre-
sponding to a period of 0.33 s.

The liquid flow was determined by putting tracers in the liquid.
Relatively large particles were selected to provide sufficient con-
trast: polystyrene particles with a diameter of approximately
2.5 mm. Due to the large inertia of the particles, only the largest
structures were determined. For the PTV analysis, the images were
recorded at a frame rate of 30 Hz over a period of 0.6 s. Due to the
presence of the bubbles, most tracer particles were only visible for
short periods while some particles were visible for a longer period
resulting in a wide variation of vector density. Since the particles
were not neutrally buoyant (i.e. having a slip velocity of 0.09 m/
s), the results cannot be directly compared with the simulations,
but should rather be used to obtain a qualitative impression of
the large flow structures.

The PIV and PTV results were obtained from sets of experiments
performed on different days, therefore the vector fields do not cor-
respond to the same time instants and the large scale instanta-
neous structures are different.
2.3. Time-averaged liquid velocity

The average liquid velocity was measured by means of Laser
Doppler Anemometry (LDA). For the LDA measurements, the flow
was seeded with hollow glass particles, which were neutrally
buoyant and were 10 lm in diameter. The equipment consisted
of a 4 W Spectra-Physics Arþ laser and a TSI 9201 colorburst
multicolor beam separator. Beam pairs were focused using a back-
scatter probe with a lens of 0.122 m focal length. Detected light
was sent to the TSI 9230 colorlink. The axial component was
determined with green ðk ¼ 514:5 lmÞ beams, the tangential
for pseudo-2D column.
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component using blue ðk ¼ 488 lmÞ beams. The fringe spacings
were 1.28 lm (green channel) and 1.22 lm (blue channel). A pre-
shift frequency of 500 kHz was used. Bursts were processed with
the IFA-750 (TSI) processor. For each measurement point, a time
series of 300 s was used.
2.4. Time averaged void fraction

The integral gas hold-up, ðeIÞ, was determined from the hydro-
static pressure difference over the column.

The spatial distribution of the average gas hold-up is mea-
sured by using glass fiber probes (Cartellier, 1992; Mudde and
Saito, 2001; Julia et al., 2005). Light is emitted into one end of
a glass fiber while the other end is put inside the bubble column
facing downward. If the 200 lm diameter tip is located in the
water phase, most of the light exits the tip of the probe. If the
tip is located in the gas phase, most of the light is reflected back-
wards. The amount of reflected light is recorded and the relative
occurrence of the phases is determined from this signal, which is
done via direct sampling of the signal and offline software pro-
cessing. Five fiber probes are used simultaneously to measure
the void fraction over a line from the center of the column to
the wall.

The technique generally underestimates the void fraction for
the present experimental condition by 10–20%, depending on the
type of signal processing that is used. The inaccuracy is corrected
by applying the so-called low level criterion and further improved
by applying a correction factor which is determined by comparing
the results from the glass fiber probes and the integral gas hold-up
measurements (see Julia et al. (2005), Harteveld et al. (2004) for
further details). The time series in the experiments for the probes
had a length of 1000 s. During this time, typically some 15,000
bubbles were collected per probe ðeI � 20%Þ.
3. Discrete bubble model

A parallel version of the three-dimensional discrete bubble
model (DBM) developed by Darmana et al. (2006) is used to model
the pseudo-2D bubble column. The liquid phase hydrodynamics is
represented by the volume-averaged Navier–Stokes equations
while the motion of each individual bubble is tracked in a Lagrang-
ian fashion.
Table 2
Overview of forces acting on a bubble.

Force

FG ¼ qbVbg

FP ¼ �VbrP

FD ¼ � 1
2 CDqlpR2

bjv � ujðv � uÞ

FL ¼ �CLq‘Vbðv � uÞ � r� u

FVM ¼ �CVMq‘Vb
Dbv
Dbt �

Dlu
Dl t

� �
FW ¼ CW Rbq‘

1
D2

bw
ju� vj2 � n
3.1. Bubble dynamics

The motion of each individual bubble is computed from the
bubble mass and momentum equations while accounting for bub-
ble–bubble and bubble–wall interactions via an encounter model
similar in spirit to the model of Hoomans et al. (1996), using ideal
collision properties. The liquid phase contributions are taken into
account by the net force

P
F experienced by each individual bub-

ble. For an incompressible bubble, the equations can be written as:

qbVb
dv
dt
¼
X

F ð1Þ

where qb; Vb and v respectively represent the density, volume and
velocity of the bubble. The net force acting on each individual bub-
ble is calculated by considering all the relevant forces. It is com-
posed of separate, uncoupled contributions which in the present
study include: gravity, far field pressure, drag, lift, virtual mass
and wall forces:X

F ¼ FG þ FP þ FD þ FL þ FVM þ FW ð2Þ

Expressions for each of these forces used in the present study can be
found in Table 2. Note that the drag, lift and wall force closures used
in the present study are obtained from Tomiyama et al. (2002),
Tomiyama et al. (1995). In the current work we assume there is
no bubble coalescence and breakup, which is a faire assumption,
given the fact that no large bubbles were observed in the experi-
ments. Furthermore, bubble induced turbulence or void fraction
corrections on the interfacial forces are not considered here.

3.2. Liquid phase hydrodynamics

The liquid phase hydrodynamics are represented by the vol-
ume-averaged Navier–Stokes-equations, which consist of the con-
tinuity and momentum equations. The presence of bubbles is
reflected by the liquid phase volume fraction e‘ and the interphase
momentum transfer U:

@

@t
ðe‘q‘Þ þ r � e‘q‘u ¼ 0 ð3Þ

@

@t
ðe‘q‘uÞ þ r � e‘q‘uu ¼ �e‘rP �r � e‘s‘ þ e‘q‘gþU ð4Þ

where g is the gravity constant, q‘, u and P respectively the density,
velocity and pressure for the liquid phase.
Closure

–

–

CD ¼max½min 16
Re ð1þ 0:15Re0:687Þ; 48

Re

h i
; 8

3
E€o

E€oþ4�

Re ¼ q‘ ðu�vÞdb
lL;‘

E€o ¼ gDqd2
b

r

CL ¼
min½0:288 tanhð0:121ReÞ; f ðE€odÞ�; E€od < 4
f ðE€odÞ; 4 < E€od 6 10
�0:29; E€od > 10

8><
>:

f ðE€odÞ ¼ 0:00105E€o3
d � 0:0159E€o2

d � 0:0204E€od þ 0:474

E€od ¼ E€o
E2=3 ; E ¼ 1

1þ0:163E€o0:757

CVM ¼ 0:5

CW ¼ eð�0:933Eoþ0:179Þ 1 < Eo < 5
0:0007Eoþ 0:04 Eo P 5
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Fig. 3. Typical boundary conditions used in simulations with the discrete bubble
model. The vertical plane is at j ¼ NY=2 while a slit is defined at k ¼ NZ � 1.
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The momentum transfer rate from the bubbles to the liquid, U,
is calculated as:

U ¼ 1
V cell

XNb

i¼1

/Dðx� xiÞ ð5Þ

where / is the reaction of the momentum transfer exerted on the
bubbles, / ¼ �

P
F and D is an approximate Delta function to

map the force from the Lagrangian position of bubble i, xi to the
Eulerian position in the grid, x. In this work, a clipped fourth-order
polynomials function is used following the work of Deen et al.
(2004). In addition a similar mapping technique is used to map
the bubble volume for the calculation of the gas volume fraction
(see (Darmana et al., 2006) for more detail concerning the mapping
technique).

Both phases are assumed to be incompressible, which is a rea-
sonable assumption considering the limited height of the simu-
lated systems. The liquid phase stress tensor s‘ is assumed to
obey the general Newtonian form given by:

s‘ ¼ �leff ;‘ ððruÞ þ ðruÞTÞ � 2
3

Iðr � uÞ
� �

ð6Þ

where leff ;‘ is the effective viscosity. In the present model the effec-
tive viscosity is composed of two contributions, the molecular vis-
cosity and the turbulent viscosity:

leff;‘ ¼ lL;‘ þ lT;‘ ð7Þ

where the turbulent viscosity lT;‘ is calculated using the sub-grid
scale (SGS) model of Vreman (2004):

lT;‘ ¼ 2:5q‘C
2
S

ffiffiffiffiffiffiffiffiffiffi
Bb

aijaij

s
ð8Þ

where Cs is a model constant for which a typical value of 0.1 was
used, aij ¼ @uj=@xi, bij ¼ D2

mamiamj and Bb ¼ b11b22 � b2
12 þ b11b33�

b2
13 þ b22b33 � b2

23. Di is the filter width in the i direction, which is
equal to the computational grid size in the respective direction. It
is noted here that this SGS model was constructed in such a way
that its dissipation is relatively small in transitional and near-wall
regions, which therefore does not require any wall damping.

In the Lagrangian description of the bubbles, it is assumed that
the interfacial forces can be decoupled and closed with suitable
interfacial force closures. It is inherent to this approach to use a
computational grid that is of the same scale or larger than the scale
of the bubbles. This introduces a somewhat awkward situation: to
resolve all details up to the inertial subrange as one would do in a
true LES of single phase flows, one would require a grid size of
O(1 mm), whereas for a sensible Lagrangian description of the bub-
ble behavior one would require a grid of O(1 cm). The choice in this
work is a compromise, i.e. the grid spacing is 2.5 mm (the bubble
size is 4 mm). Investing additional grid resolution to resolve the
boundary layers in more detail will not improve the physical
description of the bubbles. In fact, since the bubbles are driving
the flow, their description largely determines the quality of the
prediction. It is important to realize that the SGS model in this
work is merely an estimate of the unresolved sub-grid scale stres-
ses. In the simulations typically dimensionless wall spacing values
of yþ ¼ 15 are used. Hence, the simulation results in this work
should not be viewed as large eddy simulations.

The numerical solution of the liquid phase conservation equa-
tions is based on the SIMPLE algorithm Patankar and Spalding
(1972) and applied to solve the volume averaged Navier–Stokes
equation. The computational cells are labeled by indices (i, j,k)
which are located at the cell center and a staggered grid is em-
ployed to prevent numerical instability. Using this arrangement
the scalar variables are defined at the cell centres whereas the
velocities are defined at the cell faces.

First-order time differencing is applied, whereas for the discret-
ization of mass and momentum convection terms, the second or-
der accurate Barton scheme of Centrella and Wilson (1984) is used.

In the discretization of the momentum equation the terms asso-
ciated with the continuous phase pressure gradients are treated
fully implicitly while the interphase momentum transfer and other
terms are treated explicitly.

4. Simulations

All of the experimental cases E1–E7 explained in Section 2 are
modeled using the three dimensional DBM which we refer to as
cases S1–S7 respectively. The applied computational grid consists
of 101 � 17 � 290 uniform cells and the time step, dtflow is set to
1� 10�3 s while for the bubble tracking ðdtbubÞ a time step of
1� 10�4 s is used. Note that the bubble response time for a
4 mm bubble is about 1� 10�3 s. Earlier calculations revealed that
this configuration gives a grid and time step independent solution
(van den Hengel et al., 2005). Note that the grid used in this work is
twice as fine as the finest grid used in the work of van den Hengel
et al. (2005), so grid independence can be assumed.

The boundary conditions are imposed to the column using the
flag matrix concept of Kuipers et al. (1993) as is shown in Fig. 3.
The definition of each boundary condition can be found in Table 3.

Each nozzle in the experimental setup is modeled as a position
in the bottom of the column where bubbles with specific size enter
the column with a fixed velocity. All the bubbles entering the col-
umn have a diameter of 4 mm (Harteveld et al., 2004 observed that
the inlet bubbles may vary from 3.5 to 4.5 mm). The distance be-
tween the center of two consecutive bubbles released from a single
hole db is set to 2:5� Rb. This arrangement is made to avoid unnec-
essary collisions between two consecutive bubbles immediately
after they enter the column. The velocity of bubbles entering the
column is determined from the superficial velocity through the fol-
lowing formula:

vz;enter ¼
vsdbW � D

NhVb
ð9Þ

with vs the superficial gas velocity, W � D the cross sectional area of
the column and Nh is number of holes.

For all of the nozzles, the vertical position of the bubbles under-
neath the bottom plate is generated in such way that none of the
bubbles enter the column at the same time. This was implemented
in order to prevent (artificial) pulsing behavior of the incoming
bubbles, which would occur if bubbles enter the column through



Table 3
Cell flags and corresponding cell types used in defining boundary conditions.

Flag Boundary conditions

1 Interior cell, no boundary conditions specified
2 Impermeable wall, free slip boundary
3 Impermeable wall, no slip boundary
4 Prescribed pressure cell, free slip boundary
5 Corner cell, no boundary conditions specified
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all holes simultaneously. By doing so, the occurrence of undesired
pressure fluctuations at the top of the column was prevented.

During the simulation on average about 19,000 computational
bubbles are present in the calculation. This amount of bubbles is
resulting from the balance between bubbles coming into the col-
umn through the nozzle and the bubbles leaving the column from
the top surface. For every simulated second, it takes about 24 h cal-
culation time using 8 processors on a SGI Altix 3700 system with
Intel Itanium 2, 1.3 GHz processors.
5. Result and discussion

In this section the results obtained from the DBM model will be
presented and compared with experimental data. First, the flow
structures during the startup period resulting from simulation will
be shown. Then, the flow structures present after the flow has fully
developed will be compared with experimental observations. Fi-
nally, the comparison between simulation results and experimen-
tal data on the bases of averaged quantities will be addressed.

5.1. Flow structures during the startup period

All simulations were carried out by injecting bubbles into an
initially quiescent liquid. Depending on the injection pattern, bub-
bles will rise through the liquid and occupy the column space with
different patterns until a fully developed condition is reached.
Fig. 4 shows series of snapshots of the bubble structures during
the startup period resulting from the DBM simulation for case S1
(fully aerated column). As can be seen, the bubbles are rising in a
uniform fashion and filling the entire column in the lateral direc-
Fig. 4. Series of instantaneous solution for case S1 during the start
tion right from the start. In a later stage some bubbles are rising
faster than others and split the bubble population into two groups.
This situation however does not sustain for a long time as the bub-
bles in the lower part of the column still move in a homogeneous
fashion. At about t = 3 s some bubbles start to leave the top surface
and the column starts to exhibit a uniform flow pattern where bub-
bles are present everywhere and rising with relatively uniform
velocity.

The results from the partially aerated cases (i.e. cases S2–S5)
can be seen in Figs. 5 and 6. Here, the non-aerated regions are
introduced starting from the wall regions and continually increas-
ing toward the center region of the column. As can be seen, by
introducing non-aerated regions, vortices start to develop on both
sides of the bottom corner. The two vortices push the bubbles to-
ward the center region creating a necking zone that expands as
the non-aerated zone increases. Outside the necking zone, the bub-
bles are pushed back toward the left and right wall filling up the
entire column in the lateral direction. In the upper part of the flow,
a typical mushroom shaped structure is found. The roof of the
mushroom shape is relatively flat in case S2 and is gradually trans-
formed showing a more sharp roof as the non-aerated zone is
increased.

After the bubbles start to leave the top surface, the bubble pat-
tern in cases S2 and S3 show a stable structure where all bubbles
are uniformly distributed through out the entire column and uni-
formly move in the vertical direction (except for the bottom corner
regions). In cases S4 and S5 however, the bubbles behave differ-
ently. Here, bubbles are moving upward as a meandering plume
in the center region of the column. The two vortices in the inlet re-
gion have become bigger and stronger. These vortices are strong
enough to trap and drag along large portions of the bubbles for
some times until they finally escape and rejoin the bubbles in
the plume region. After a while however these structures are less
pronounced; nevertheless the large circulation cells are still
noticeable.

The startup period for the asymmetric injection pattern (case
S6) is shown in Fig. 7(top). For case S6 the non-aerated region is
only near the right wall, creating vortices in that region. The vorti-
ces push the bubbles further toward the left wall generating a lar-
ger vortical zone. Higher up in the column the bubbles that were
up period showing the bubble structures and their velocities.



Fig. 5. Instantaneous solution for cases S2 (top row) and S3 (bottom row) during the startup period.
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pushed aside by the vortices are moving back toward the right wall
filling the column in the lateral direction. Later on, the same vorti-
ces trap large portions of bubbles and drag them down filling up
the gap in the right corner. The top region of the structures is sim-
ilar with half of the structures found on the partially aerated bub-
ble columns (cases S2–S5), showing a mushroom shaped structure
which moves in the vertical direction and later on fills up the entire
column except the area close to the non-aerated inlet.

The flow structures appearing during the startup in the case
that the center region is non-aerated (case S7) is shown in Fig. 7
(bottom). In this case, the bubbles initially rise in two groups sep-
arated by the non-aerated zone. At about z > 10 cm the two groups
rejoin, generating a liquid area enclosed by bubbles. At a higher
position, the bubbles are again splitted into two groups as they
ascend to the liquid surface. The two groups of bubbles are not
present for long time and disappear after about t = 4 s. Afterwards,
the bubbles fill the entire top region of the column uniformly,
while the void region close to the non-aerated area starts to mean-
der irregularly from left to right.
5.2. Fully developed flow structures

Comparison between simulation results and experimental
observations after the flow has fully developed can be seen in Figs.
8–14. Here the bubble velocity resulting from the DBM simulations
is averaged in the depth direction to mimic the bubble velocity
resulting from the PIV measurements, while the liquid velocity in
a slice positioned at y=D ¼ 0:5 is presented. The figures indicate
that the flow structures found in the experiments and simulations
are similar to a large degree. For uniform gas injection the patterns
found in the experiment (case E1) and simulation (case S1) show a
perfect resemblance (see Fig. 8). In both cases the bubbles are dis-
tributed uniformly over the entire region of the column. Further-
more, for both cases a rectilinear bubble path can be observed
close to the inlet area before the interaction between bubbles
and the liquid makes the bubble paths more irregular. The close
resemblance can also be observed in the bubble velocity; i.e. the
bubbles show a similar tendency to rise with more or less uniform
velocity. In the liquid velocity no large structures are observed for



Fig. 6. Instantaneous solution for cases S4 (top row) and S5 (bottom row) during the startup period.
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both cases, which further confirms the uniformity of the flow field.
When small non-aerated regions are introduced in both lower cor-
ners of the column, a small discrepancy between experimental
observation (case E2) and the simulation result (case S2) appears
(see Fig. 9). In this case, vortices are present in both corners; how-
ever, the vortices predicted by the simulation are bigger in size
than in the experimental counterpart. In the simulation, the bubble
paths are more converged immediately after injection to the col-
umn, resulting in a tighter necking zone compared with the exper-
iment. Consequently, the size of the flow development region is
over-predicted. The bubble velocity field resulting from case S2
shows that the bubbles are accelerated in the necking zone, while
the velocity in the circulation zone is very low. This situation is not
observed in case E2. In the top of the column, similar structures are
obtained for both cases where bubbles rise uniformly toward the
column surface. The differences are probably due to the fact that
the DBM does not fully resolve the flow around the bubbles, lead-
ing to different flow fields especially for bubbles that only have
neighboring bubbles on one side, i.e. on the edge of a bubble
plume.

As the non-aerated zone is increased from 7% to 15%, the vorti-
ces near both corners of the inlet region are growing, as is shown in
Fig. 10. Here, the experimental result (case E3) shows a pro-
nounced vortical zone on both sides of the inlet resulting in a neck-
ing zone. Comparing with case S3 however, these vortices are
smaller and the necking zone is bigger. The upper part of the col-
umn shows relatively similar structures, where bubbles distribute
almost uniformly in the lateral direction. The accelerated bubbles
in the necking zone are now subsequently propagated to the sur-
face of the column generating a snake-like bubble plume, where
bubbles move faster compared to the bubbles outside the plume.
This structure is observed in both experiment and simulation,
which is also resembled in the liquid velocity field, where multiple
circulation cells are stacked in the axial direction. A similar situa-
tion is also found when the non-aerated zone is further increased
from 15% to 22%, as is shown in Fig. 11.



Fig. 7. Instantaneous solution for cases S6 (top row) and S7 (bottom row) during the startup period.

D. Darmana et al. / International Journal of Multiphase Flow 35 (2009) 1077–1099 1085
Fig. 12 shows that expanding the non-aerated zone from 22%
to 30% results in a different flow pattern. Here, the simulation re-
sult (case S5) shows a pronounced bubble plume structure, where
”piles of bubbles” are packed together starting from the inlet up
to the column surface. Some of the bubbles are trapped in a cir-
culation zone, which is strong enough to drag the bubbles down
and fill up the region outside the bubble plume. This structure
however is less pronounced in the experiment (case E5). Further-
more, a high bubble velocity in the bubble plume can be observed
for both cases E5 and S5, which is also reflected in the liquid
velocity field.

In the case of the non-aerated zone on one side of the column
(i.e. cases E6/S6) the comparison between the simulation and the
experiment shows good resemblance (see Fig. 13). Both cases
show that the bubbles are pushed toward the left wall by the
strong vortices, while some of the bubbles are dragged down by
the same vortices. In the top region, bubbles fill the entire region
of the column, however in case E6 the effect of the circulation pat-
tern to the bubble structure is more pronounced compared to the
experimental counterpart. The bubble velocity also shows good
similarity between the two cases, where bubbles moving in the
plume have a high upflow velocity, while the bubbles inside the
large vortices have a tendency to move along with it. In the liquid
velocity field, several (fixed) circulation cells are found, which are
stacked in the axial direction. It is noted that the number of circu-
lation cells as well as their size is rightly predicted by the
simulations.

Finally for the cases where the gas is injected near the wall but
not in the center (cases E7/S7), again we find good resemblance as
shown in Fig. 14. For both cases we find some vortical structure in
the lower part of the column, which move around quite irregularly.
These structures however are not found in the higher regions of the
column (z > 0.2 m).

5.3. Integral gas hold-up

The comparison of the integral gas hold-up obtained from the
simulations and experiments is given in Fig. 15. The total gas



Fig. 8. Instantaneous flow structure comparison between cases E1 (top row) and S1 (bottom row). From left to right: bubble positions, bubble velocity and liquid velocity.
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hold-up in the simulations is obtained by calculating the total
volume of all bubbles present in the column divided by the total
volume of the column while the experimental gas hold-up is ob-
tained by measuring the total expansion of the dispersion in the
column. The figure shows that the simulation results reflect
the same trend as observed in the experiments. By increasing



Fig. 9. Instantaneous flow structure comparison between cases E2 (top row) and S2 (bottom row). From left to right: bubble positions, bubble velocity and liquid velocity.
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the non-aerated zone in cases 1–5 the integral gas hold-up is con-
sistently decreasing despite the fact that the superficial velocity is
kept constant. As the top part of the column is having a relatively
similar bubble population, the decrease in the gas hold-up can be
attributed to the increasing size of vortices close to the non-
aerated region. A similar situation occurs in cases 6 and 7.
Quantitative comparison between experiment and simulation
however shows that the simulations consistently overpredict



Fig. 10. Instantaneous flow structure comparison between cases E3 (top row) and S3 (bottom row). From left to right: bubble positions, bubble velocity and liquid velocity.
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the experimental data with about 25%. This can most probably be
related to an underestimation of the terminal bubble velocity, i.e.
v1 � 0:23 m=s in the simulations and v1 � 0:27 m=s in the
experiments.
5.4. Time-averaged quantities

The time-averaged quantities in the simulations are calculated
using the following relation:



Fig. 11. Instantaneous flow structure comparison between cases E4 (top row) and S4 (bottom row). From left to right: bubble positions, bubble velocity and liquid velocity.
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�/ ¼ 1
Nt

XNt

i¼1

/i ð10Þ

where / is the quantity at hand, Nt is the number of time steps used
in the averaging. While the RMS value of the quantity is calculated
as:



Fig. 12. Instantaneous flow structure comparison between cases E5 (top row) and S5 (bottom row). From left to right: bubble positions, bubble velocity and liquid velocity.
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/0 ¼ 1
Nt

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiXNt

i¼1

ð/i

vuut � �/Þ2 ð11Þ

In the experiments the liquid velocity is measured using the LDA
technique as described in Section 2.3. For the uniform gas injection
(case 1) the comparison between the experimental and simulation



Fig. 13. Instantaneous flow structure comparison between cases E6 (top row) and S6 (bottom row). From left to right: bubble positions, bubble velocity and liquid velocity.
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results can be found in Fig. 16. As can be seen, the velocity profile
resulting from the simulation shows similarity with the experimen-
tal results where upflow is present in the center region, while down-
flow is present close to the wall. At a height of z = 0.05 m a discrepancy
between simulation and experiment exists; here the simulation
shows a core peaking velocity profile, while the experiment shows
wall peaking. At first thought this might be attributed to the lift or
wall forces, which often are drivers for lateral variations in gas holdup
and velocity. However, in this case the gas fraction is distributed
homogeneously over the cross section of the column. This makes that



Fig. 14. Instantaneous flow structure comparison between cases E7 (top row) and S7 (bottom row). From left to right: bubble positions, bubble velocity and liquid velocity.
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the observed discrepancies cannot be explained through the lift force.
The effect of the wall force is seen in the downflow of liquid near the
confining walls. However, the effect of wall peaking of the liquid
velocity remains unexplained. As the details of the flow around indi-
vidual bubbles are not resolved by the model, it is not possible to use
the model to explain this phenomenon.

At higher levels in the column the simulation agrees with the
experiment, where the velocity shows upflow in the center of the
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column and downflow close to the walls. Further comparison
shows that the velocity profile of the simulation has a higher value
in the center compared to the experiment, while close to the wall
the downflow predicted by the simulation is also stronger com-
pared to the experiment. A similar situation can be seen in the
velocity profile in the depth direction. We suspect that this dis-
crepancy is resulting from the fact that in the experiment liquid
is flowing in between bubbles generating a microscale circulation,
generating a rather flat velocity profile. Meanwhile in the simula-
tion due to the limitation of the modeling of the bubble dynamics,
only the large circulation pattern liquid flow patterns can be re-
solved. Due to the fact that the flow at the scale of the bubble is
not resolved, such effects might only be governed by incorporating
a bubble induced turbulence model. The averaged velocity profile
in the lower part of the column (i.e. z = 0.05 m) for all cases is
shown in Fig. 17. From this figure we can see that due to the differ-
ent injection patterns applied in each case, different velocity
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m only. For the other plots the error bars have a similar magnitude.
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Fig. 17. Axial velocity profiles for various gas injection patterns at z = 0.05 m. Continuous line: simulation, dashed line: experiment.
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profiles are obtained. In case 1 a relatively flat velocity profile is
found, while cases 2–5 show an upflow in the center region and
downflow close to the walls. For case 6 an asymmetric velocity
profile is present due to the asymmetric aeration. Here, the left
part of the column displays upflow, while the right part shows
downflow. Finally, for case 7 we found upflow on both sides of
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Fig. 18. Axial velocity profiles for various gas injection patterns at z = 0.7 m. Continuous line: simulation, dashed line: experiment.
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the wall and downflow in the center region. Comparison between
experiment and simulation shows that for all cases the velocity
profile has been correctly predicted by the present model. Some
discrepancy is found in all cases, but the main patterns are the
same. For case 2 however we found that the discrepancy is rela-
tively large compared with the other cases. This is due to the fact
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that the simulation overpredicts the vortices in the non-aerated
zone as shown in Fig. 9.

For all cases velocity profiles in the higher region of the column
(i.e. z = 0.7 s) are presented in Fig. 18. At this height we found that
the averaged velocity profile is relatively flat for all cases. The
strong upflow found at the lower height in cases 2–5 is no longer
present, which indicates that the flow is moving rather uniformly
close to the column surface. A similar situation is found in cases
6 and 7, where the asymmetric flow found in the bottom section
of the column has disappeared. The results indicate that for all
cases the predicted velocity profile agrees well with the experi-
mental data. Average void fraction profiles for cases 1 and 5 are
shown in Fig. 19. In the top region (i.e. z P 0:2 m), almost no dif-
ference between cases 1 and 5 is found. However, closer to the bot-
tom case 5 shows that the gas hold-up is peaking in the center
region and is close to zero on both sides close to the wall. Further-
more, we found that the transition from a bubble plume structure
present in the lower part of the column to the homogeneous bub-
ble structure predicted by the present model appears to develop in
a higher region compared to the experimental data. When compar-
ing the simulation and experimental results, we find that in gen-
eral the simulation overpredicts the gas hold-up by about 20%,
which is consistent with the integral gas hold-up overprediction
described in Section 5.3.

The dynamic behavior is studied via the axial normal stresses.
Fig. 20 shows these stresses at various heights and for various
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Fig. 20. Axial normal stresses for the various injection patterns. Continuous line: simulation, dashed line: experiment.
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injection patterns. As can be seen in the experimental data, the
stress level is relatively low for all cases except for case E5, where
the flow becomes highly dynamic marked by high stress levels in
almost the entire column. In the simulation the results are slightly
different; here we found that for all cases the stress level is low, ex-
cept for case S3, where a significant degree of fluctuation is present
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close to the inlet region. A high degree of fluctuation in the entire
column is found in cases S4 and S5. Compared to case S4 however,
case S5 shows a significantly higher stress level. These results show
that the transition from a stable to a dynamic flow condition occurs
earlier in the simulation compared with the experiment, which
indicates that the present model overpredicts the dynamic behav-
ior of the column. We generally observe that it is harder to describe
uniform flow than flow with large vortical structures. Although the
applied turbulence model was derived for single phase flow condi-
tions this might be an indication that it performs reasonably well.
However, in the absence of large structures, details like slip veloc-
ities and bubble path dispersion may be much more sensitive and
require more tuning to the specific conditions of the experiment –
Tomiyama’s models are rather general and do not allow e.g. for the
exact level of contamination present in the experiments of Harte-
veld et al. (2004) that are compared with. Furthermore, due to
the flat geometry of the column, the walls have a profound influ-
ence on the prevailing hydrodynamics. This is reflected in the small
values of the quadratic bubble-to-wall distance D2

bw and the asso-
ciated large wall force. Consequently, the results are very sensitive
to the applied wall force model. Further work on the validation and
improvement of wall force models would be required to treat this
aspect more accurately.
6. Conclusions

In this paper, the discrete bubble model is validated against the
experimental data of Harteveld et al. (2004) where seven injection
patterns are studied to investigate their influence on the flow
structure. We found that the model in general is able to reproduce
the observed variations rather well. It is found that small devia-
tions from a homogeneous gas distribution at the inlet give rise
to the transition to a persistent dynamic flow displaying large con-
vection roles. Only when the gas is introduced homogeneously, the
flow stays homogeneous.

For all the studied cases the present model overpredicts the
integral gas hold-up by almost 25%. This can most probably be
attributed to an overprediction of the drag force, which is a result
of various factors, such as competing hindrance and cooperative
rise effects, as well as the level of contamination in the fluid. De-
spite this systematic overprediction, the trends of the change in
gas hold-up agree very well with the experiment. The velocity pro-
files in general agree with the experiment, however we have no-
ticed that the simulation results tend to produce stronger upflow
in the center of the column and stronger downflow close the walls.
We suspect that this behavior is due to the fact that in the exper-
iments the liquid is moving in between the bubbles while in the
simulation the liquid moves in a large circulation pattern, because
the details at the scale of the bubble cannot be resolved due to the
nature of the model. Finally, the simulations display an earlier
transition from the stable to the dynamic regime compared with
the experimental data, which might result from an inaccuracy of
the turbulence model at high gas hold-ups. Further study to inves-
tigate the validity of the turbulence model at high gas hold-ups is
necessary.
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